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1
SYSTEM AND METHOD FOR GENERATING
A DEPTH MAP THROUGH ITERATIVE
INTERPOLATION AND WARPING

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation Ser. No. 61/937,496 filed on Feb. 8, 2014, which is
expressly incorporated herein by reference.

BACKGROUND

Computer stereo vision systems typically include two cam-
eras to obtain two different views of the same image scene.
Objects and surfaces in the two different views may appear at
slightly different locations due to the cameras’ different per-
spectives on the image scene. Local block matching stereo
methods may be used to recover depths from the two different
views. However, it may be difficult to recover depths of
objects and surfaces in views with complicated surfaces, for
example, non-textured surfaces and slanted surfaces. Thus,
local block matching stereo methods for recovering depths
from camera images typically fail to determine valid depths
due to fronto-parallel assumption and lack of texture, among
other issues.

BRIEF DESCRIPTION

According to one aspect, a computer-implemented method
for generating a depth map includes generating an initial
depth map for a first image, the first image being one of a pair
of'stereo images received from an imaging device, the pair of
stereo images including the first image and a second image,
generating an estimated depth map based on the initial depth
map by hypothesizing depth values for missing regions in the
initial depth map, and warping the second image based on the
estimated depth map. The method includes generating a
warped depth map based on the first image and the warped
second image, and generating a new depth map for the first
image relative to the second image based on the warped depth
map and the estimated depth map.

According to another aspect, a non-transitory computer
readable medium includes instructions that when executed by
a processor perform a method for generating a depth map,
including generating an initial depth map for a firstimage, the
first image being one of a pair of stereo images of an image
scene received from an imaging device, the pair of stereo
images including the first image and a second image, gener-
ating an estimated depth map based on the initial depth map
by hypothesizing depth values for missing regions in the
initial depth map, and warping the second image based on the
estimated depth map. The method including generating a
warped depth map based on the first image and the warped
second image, and generating a new depth map for the first
image relative to the second image based on the warped depth
map and the estimated depth map.

According to a further aspect, a computer system for gen-
erating a depth map includes a processor and an estimated
depth map module that causes the processor to generate an
initial depth map for a first image, the first image being one of
a pair of stereo images of an image scene received from an
imaging device, the pair of stereo images including the first
image and a second image and generates an estimated depth
map based on the initial depth map by hypothesizing depth
values for missing regions in the initial depth map. The sys-
tem includes a depth map refinement module that causes the
processor to warp the second image based on the estimated
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2

depth map, generate a warped depth map based on the first
image and the warped second image and generate a new depth
map for the first image relative to the second image based on
the warped depth map and the estimated depth map.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features believed to be characteristic of the dis-
closure are set forth in the appended claims. In the descrip-
tions that follow, like parts are marked throughout the speci-
fication and drawings with the same numerals, respectively.
The drawing figures are not necessarily drawn to scale and
certain figures may be shown in exaggerated or generalized
form in the interest of clarity and conciseness. The disclosure
itself, however, as well as a preferred mode of use, further
objects and advances thereof, will be best understood by
reference to the following detailed description of illustrative
embodiments when read in conjunction with the accompany-
ing drawings, wherein:

FIG. 1 is a schematic diagram of an exemplary system for
generating a depth map through iterative interpolation and
warping in accordance with one aspect of the present appli-
cation;

FIG. 2a is an illustrative example of standard local block
matching for a slightly slanted surface in accordance with one
aspect of the present application;

FIG. 24 is an illustrative example of local block matching
for a slightly slanted surface according to an exemplary
embodiment for generating a depth map through iterative
interpolation and warping in accordance with one aspect of
the present application;

FIG. 3 is a flow chart illustrating an exemplary method for
generating a depth map through iterative interpolation and
warping in accordance with one aspect of the present appli-
cation;

FIG. 4a is a schematic diagram of an exemplary block of
pixels used for exemplary horizontal linear interpolation in
accordance with one aspect of the present application;

FIG. 45 is a schematic diagram of an exemplary block of
pixels used for multi-directional linear interpolation in accor-
dance with one aspect of the present application;

FIG. 5a is an exemplary left stereo image in accordance
with one aspect of the present application;

FIG. 56 is an exemplary disparity map of the left stereo
image of FIG. 5a in accordance with one aspect of the present
application;

FIG. 5¢ is an exemplary disparity map of the left stereo
image of FIG. 5q after one iteration in accordance with one
aspect of the present application; and

FIG. 5d is an exemplary disparity map of the left stereo
image of FI1G. 5aq after eight iterations in accordance with one
aspect of the present application.

DETAILED DESCRIPTION

The following includes definitions of selected terms
employed herein. The definitions include various examples
and/or forms of components that fall within the scope of a
term and that may be used for implementation. The examples
are not intended to be limiting. Further, one having ordinary
skill in the art will appreciate that the components discussed
herein, may be combined, omitted or organized with other
components or into organized into different architectures.

A “bus”, as used herein, refers to an interconnected archi-
tecture that is operably connected to other computer compo-
nents inside a computer or between computers. The bus may
transfer data between the computer components. Accord-
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ingly, the bus may communicate with various devices, mod-
ules, logics, and peripherals using other buses. The bus may
be a single internal bus interconnect architecture and/or other
bus or mesh architectures (e.g., external). The bus may be a
memory bus, a memory controller, a peripheral bus, an exter-
nal bus, a crossbar switch, and/or a local bus, among others. In
some embodiments, the bus may be a vehicle bus that inter-
connects components inside a vehicle using protocols such as
Controller Area network (CAN), Local Interconnect Network
(LIN), among others.

“Computer communication”, as used herein, refers to a
communication between two or more computing devices
(e.g., computer, portable device, personal digital assistant,
cellular telephone, network device) and may be, for example,
anetwork transfer, a file transfer, an applet transfer, an email,
a hypertext transfer protocol (HTTP) transfer, and so on. A
computer communication may occur across, for example, a
wireless system (e.g., IEEE 802.11), an Ethernet system (e.g.,
IEEE 802.3), a token ring system (e.g., IEEE 802.5), a local
area network (LAN), a wide area network (WAN), a point-
to-point system, a circuit switching system, a packet switch-
ing system, among others.

A “depth map”, as used herein, is generally an image or
image channel that contains information relating to the dis-
tance of the surfaces of scene objects from a viewpoint. In
some embodiments, the depth map includes a two-dimen-
sional matrix (e.g., an array) of depth values, in which each
depth value corresponds to a respective location in a scene
and indicates the distance from a certain reference location to
the respective scene location. In some embodiments, a dis-
parity map is a depth map where the depth information is
derived from offset images of the same scene. A disparity map
may be an inverse depth map obtained through transforma-
tion given camera calibration parameters.

A “disk”, as used herein may be, for example, a magnetic
disk drive, a solid state disk drive, a floppy disk drive, a tape
drive, a Zip drive, a flash memory card, and/or a memory
stick. Furthermore, the disk may be a CD-ROM (compact
disk ROM), a CD recordable drive (CD-R drive), a CD rewrit-
able drive (CD-RW drive), and/or a digital video ROM drive
(DVD ROM). The disk may store an operating system that
controls or allocates resources of a computing device.

“Local block matching stereo methods”, as used hereinis a
correspondence method for calculating disparities between
images. Generally, for each pixel in a first image, a first block
is extracted around the pixel. A search is performed in a
second image for a second block that best matches the first
block. The search is performed in a predetermined range of
pixels around the pixel in the first image. The first block and
the second block are compared and a pixel is selected with a
minimum match cost. The cost functions utilized may include
summed absolute difference (SAD), rank transform correla-
tion (NCC) and summed normalized cross-correlation
(SNCC), among others.

A “memory”, as used herein may include volatile memory
and/or nonvolatile memory. Non-volatile memory may
include, for example, ROM (read only memory), PROM (pro-
grammable read only memory), EPROM (erasable PROM),
and EEPROM (electrically erasable PROM). Volatile
memory may include, for example, RAM (random access
memory), synchronous RAM (SRAM), dynamic RAM
(DRAM), synchronous DRAM (SDRAM), double data rate
SDRAM (DDRSDRAM), and direct RAM bus RAM
(DRRAM). The memory may store an operating system that
controls or allocates resources of a computing device.

An “input/output” device, as used herein, may include a
keyboard, a microphone, a pointing and selection device,
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4
cameras, imaging devices, video cards, displays, a disk, net-
work devices, among others. The input/output device may
include input/output ports, for example, serial ports, parallel
ports and USB ports.

A “module”, as used herein, includes, but is not limited to,
non-transitory computer readable medium that stores instruc-
tions, instructions in execution on a machine, hardware, firm-
ware, software in execution on a machine, and/or combina-
tions of each to perform a function(s) or an action(s), and/or
to cause a function or action from another module, method,
and/or system. A module may also include logic, a software
controlled microprocessor, a discrete logic circuit, an analog
circuit, a digital circuit, a programmed logic device, a
memory device containing executing instructions, logic
gates, a combination of gates, and/or other circuit compo-
nents. Multiple modules may be combined into one module
and single modules may be distributed among multiple mod-
ules.

An “operable connection”, or a connection by which enti-
ties are “operably connected”, is one in which signals, physi-
cal communications, and/or logical communications may be
sent and/or received. An operable connection may include a
physical interface, a data interface and/or an electrical inter-
face.

A “processor”, as used herein, processes signals and per-
forms general computing and arithmetic functions. Signals
processed by the processor may include digital signals, data
signals, computer instructions, processor instructions, mes-
sages, a bit, a bit stream, or other means that may be received,
transmitted and/or detected. Generally, the processor may be
a variety of various processors including multiple single and
multicore processors and co-processors and other multiple
single and multicore processor and co-processor architec-
tures. The processor may include various modules to execute
various functions.

A “vehicle”, as used herein, refers to any moving vehicle
that is capable of carrying one or more human occupants and
is powered by any form of energy. The term “vehicle”
includes, but is not limited to: cars, trucks, vans, minivans,
SUVs, motorcycles, scooters, boats, personal watercraft, and
aircraft. In some cases, a motor vehicle includes one or more
engines. Further, the term “vehicle” can refer to an electric
vehicle (EV) that is capable of carrying one or more human
occupants and is powered entirely or partially by one or more
electric motors powered by an electric battery. The EV can
include battery electric vehicles (BEV) and plug-in hybrid
electric vehicles (PHEV). Additionally, the term “vehicle”
can refer to an autonomous vehicle and/or self-driving
vehicle powered by any form of energy. The autonomous
vehicle may or may not carry one or more human occupants.

A “vehicle system”, as used herein can include, but are not
limited to, any automatic or manual systems that can be used
to enhance the vehicle, driving and/or safety. Exemplary
vehicle systems include, but are not limited to: an electronic
stability control system, an anti-lock brake system, a brake
assist system, an automatic brake prefill system, a low speed
follow system, a cruise control system, a collision warning
system, a collision mitigation braking system, an auto cruise
control system, a lane departure warning system, a blind spot
indicator system, a lane keep assist system, a navigation sys-
tem, a transmission system, brake pedal systems, an elec-
tronic power steering system, visual devices (e.g., camera
systems, proximity sensor systems), a climate control system,
an electronic pretensioning system, among others.

Referring now to the drawings, wherein the showings are
for purposes of illustrating one or more exemplary embodi-
ments and not for purposes of limiting the same, FIG. 1
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illustrates a schematic diagram of an exemplary system 100
for generating a depth map through iterative interpolation and
warping. The components of the system 100, as well as the
components of other systems, hardware architectures and
software architectures discussed herein, may be combined,
omitted or organized into different architecture for various
embodiments. Further, the system 100 and/or one or more
components of the system 100, may in some embodiments, be
implemented with a vehicle or vehicle systems (e.g., infotain-
ment systems, navigations systems, vehicle head units) (not
shown).

In the illustrated embodiment of FIG. 1, the system 100
includes a computer 102 with provisions for processing, com-
municating and interacting with various components the sys-
tem 100. Generally, the computer 102 includes a processor
104, a memory 106, a disk 108, and a communication inter-
face 110, which are each operably connected for computer
communication via a bus 112. The computer may, in some
embodiments, be integrated with or associated with a vehicle
(not shown), for example an ECU, vehicle head unit, imaging
system, among others. The communication interface 112 pro-
vides software and hardware to facilitate data input and out-
put between the components of the computer 102 and other
components, networks and data sources, which will be
described herein. Additionally, as will be discussed in further
detail with the systems and the methods discussed herein, the
processor 104 includes an estimated depth map module 118
and a depth map refinement module 120.

The computer 102 is also operatively connected for com-
puter communication to an imaging device 114 and a display
device 116. The imaging device 114 may include one or more
cameras. The imaging device 114 obtains a pair of images of
a view. The pair of images may be a first image and a second
image of the view. For example, the pair of images may be a
left image and a right image of the view. The imaging device
114 may be any type of device for obtaining and/or capturing
image data about the view. For example, the imaging device
114 may be one or more stereo cameras, 3D cameras, 2D
cameras, mobile depth cameras, video cameras, CCD cam-
eras, CMOS cameras, portable device cameras, among oth-
ers. Within a vehicle, the imaging device 114 may be located
inside the vehicle, or outside the vehicle, for example, for-
ward looking cameras. In other embodiments, the imaging
device 114 may include one or more imaging devices from
one or more portable devices (not shown) operatively con-
nected for computer communication to the computer 102. In
a further embodiment, the pair of images may be obtained
from a network (not shown), a database (not shown) or other
device storing the pair of images obtained from an imaging
device.

In the embodiment shown in FIG. 1, the display device 116
may include input and/or output devices for receiving and/or
displaying information from the computer 102. For example,
the display device 116 may be an image display screen, touch
display screen, the display of a portable device, a display in a
vehicle, a heads-up display, an LCD display, among others. In
some embodiments, the depth map and images processed in
the methods and systems discussed herein may be displayed
on the display device 116.

The estimated depth map module 118 and the depth map
refinement module 120 of FIG. 1 will now be discussed in
detailed with reference to an exemplary system for generating
a depth map according to an exemplary embodiment. The
estimated depth map module causes the processor to generate
an initial depth map for a first image. The first image is one of
a pair of stereo images of an image scene (e.g., the same
image scene) received from an imaging device, for example
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the imaging device 114. The pair of stereo images include the
first image and a second image of the image scene. In some
embodiments, the first image is a left image (e.g., an image
showing a left perspective of the image scene) and the second
image is a right image (e.g., an image showing a right per-
spective of the image scene), or vice versa. The exemplary
systems and methods discussed herein will be described as
the first image being a left image and the second image being
a right image, however, as discussed above, other implemen-
tations are contemplated. Further, it is understood that in
some embodiments the first image and the second image are
color stereo images and the system 100 may convert the color
stereo images to gray scale (e.g., one-channel images) or the
system 100 may process the stereo images in color.

The pair of stereo images will now be discussed with
reference to FIGS. 24 and 2b. FIG. 2a is an illustrative
example of standard local block matching for a slightly
slanted surface. FIG. 24 includes a first image (e.g., a left
image, [.) 2024 of an image scene and a second image (e.g., a
right image, R) 2025 of the image scene. In FIGS. 24 and 25,
the image scene is a street view, for example, capture by a
forward looking camera (e.g., the imaging device 114) on a
vehicle. In the first image 202a and the second image 2025, a
street 204a (e.g., an object in the image scene) is slanted with
respect to the image planes of both cameras (e.g., view-
points). As shown in FIG. 24, a block 2064 is computed by a
local block matching method in the first image 2024, the
block 2064 including the street 204a. A block 2065 is com-
puted by local block matching in the second image 2025
based on the block 206a. The disparity values between the
corresponding blocks (i.e., the block 206a and the block
206b) in FIG. 2q vary drastically, due in part, to the highly
slanted surface of the street 204a in the second image 2025.
This leads to strongly dissimilar corresponding blocks and
this dissimilarity may lead to inaccurate correlation values
and regions of inaccurate or missing depths in a depth map
generated based on the block 2064 and the block 2064.

In contrast to FIG. 2a, FIG. 254 is an illustrative example of
local block matching for a slightly slanted surface according
to an exemplary embodiment for generating a depth map
through iterative interpolation and warping. Similar to FIG.
2a, FIG. 26 includes a first image (e.g., a left image, [.) 210a
of'an image scene and a second image (e.g., a right image, R)
21056 of the image scene. In the first image 210a and the
second image 2105, a street 212a (e.g., an object in the image
scene) is highly slanted. However, unlike FIG. 2a where the
streetis viewed from different viewpoints, an estimated depth
map (as described herein) is used to change the viewpoint of
image 21054 to match that of image 210q. This is achieved by
warping image 2025 to get image 2105 as will be described
with the exemplary methods and systems discussed herein.
As shown in FIG. 25, a block 214a is computed by a local
block matching method of the first image 2104, including the
street 212a. A block 2145 is computed by local block match-
ing of the second image 2105, which is warped, based on the
block 214a. The disparity values between corresponding
blocks (i.e., a block 2144 and a block 2145) in FIG. 25 are
minimal, which leads to similar corresponding blocks, due in
part, to the second image 2105 being warped. Accordingly, a
depth map generated based on the block 214a and the block
2135 will be more accurate.

Referring again to FIG. 1, the estimated depth map module
118 generates an estimated depth map based on the initial
depth map by hypothesizing depth values for missing regions
in the initial depth map. The depth values for missing regions
may be hypothosized using interpolation, for example, hori-
zontal linear interpolation and/or multi-directional interpola-
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tion, which will be discussed in more detail with reference to
FIGS. 3, 4a and 45, below. Generally, the initial depth map is
generated by the estimated depth map module 118 using a
local block matching method, and the estimated depth map is
generated by the estimated depth map module 118 by filling
in regions with missing depth values using interpolation.

The estimated depth map may be used by the depth map
refinement module 120 to warp the second image, for
example, as shown by the second image 2105 of FIG. 25.
Specifically, the depth map refinement module 120 causes the
processor 104 to warp the second image based on the esti-
mated depth map. The depth map refinement module 120
generates a warped depth map based on the firstimage and the
warped second image. The depth map refinement module 120
generates a new depth map for the first image relative to the
second image based on the warped depth map and the esti-
mated depth map. In some embodiments, the depth map
refinement module 120 generates a new depth map by
unwarping the warped depth map. Unwarping the depth map
includes the depth map refinement module 120 identifying a
disparity between corresponding pixels in the estimated
depth map and the warped second image. The disparity is then
added to the warped depth map thereby generating the new
depth map.

In one embodiment, the processor 104 executes the esti-
mated depth map module 118 and the depth map refinement
module 120 iteratively and rewrites the initial depth map with
the new depth map output by the depth map refinement mod-
ule 120. In a further embodiment, the processor 104 executes
the estimated depth map module 118 and the depth map
refinement module 120 iteratively until it is determined that
the corresponding values of the depth map from the previous
iteration (e.g., which may be the initial depth map) and the
new depth map remain constant. The details of the iteration
process will be described in more detail with FIG. 3. This
iterative and warping approach increases the percentage of
valid depths for local methods while keeping the percentage
of pixels with erroneous depths low.

The system 100 illustrated in FIG. 1 described above will
now be described in with reference to the method of FIG. 3. It
will be appreciated that the systems and components dis-
cussed above in FIG. 1 may similarly be implemented with
the method of FIG. 3. The method of FIG. 3 illustrates an
exemplary method for generating a depth map through itera-
tive interpolation and warping. As mentioned above, the
method of FIG. 3 will be discussed with a first image being a
left image (L) of an image scene and the second image being
arightimage (R) ofthe image scene, however, it is understood
that the first image could be the right image and the second
image could be the left image in other embodiments.

Referring now to FIG. 3, at block 310, the method includes
generating an initial depth map for the firstimage (i.e., the left
image, L), denoted herein as D;. In one embodiment, the
estimated depth map module 118 of FIG. 1 may generate the
initial depth map D; for the firstimage (i.e., the left image, L).
Specifically, the initial depth map D, is generated for a first
image, the first image being one of a pair of stereo images
received from an imaging device, the pair of stereo images
including the first image and a second image. In FIG. 3, a left
image (i.e., a first image) is received as an input 302 at the
block 210 and a right image (i.e., a second image) is received
as an input 304 at block 310. The left image and the right
image are obtained from, for example, the imaging device
114 of FIG. 1.

The initial depth map D; is generated from an unwarped
left image and an unwarped right image (e.g., the original
images; L, R). In some embodiments, the initial depth map D,
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is generated using a local block matching method. Addition-
ally, it is understood that other image processing steps may be
applied after generating the initial depth map D,, for
example, left-right checking and/or removal of small dispar-
ity regions. Further, a counter ITER indicating an iteration of
aloop is also received as an input 306 at block 310. As shown
at input 306, upon a first iteration, ITER is set to 0. The
processor 104 of FIG. 1 may maintain the counter ITER. In
the method shown in FIG. 3, block 310 is executed upon a first
iteration (i.e., [ITER=0).

In some situations, even with post processing techniques,
the initial depth map D, has many regions with missing
depths (e.g., holes). Accordingly, referring again to FIG. 3, at
block 312, the method includes generating an estimated depth
map based on the initial depth map by hypothesizing depth
values for missing regions in the initial depth map. The esti-
mated depth map is denoted herein as D;. In one embodiment,
the estimated depth map module 118 of FIG. 1 generates an
estimated depth map based on the initial depth map. As will
be explained in further detail herein, if ITER>0, then the
estimate depth map is based on the new depth map D,"*".
Thus, if ITER>0, then D,=D,"*".

Hypothesizing depth values for missing regions may be
done in various ways, for example, by interpolation at block
314. At block 314, the ITER counter is incremented by 1, for
example, the processor 104, which may maintain the ITER
counter, increments the ITER counter by 1. Further at block
314, the depth map D; is interpolated to get the estimated
depth map D,. In one embodiment, generating the estimated
depth map based on the initial depth map by hypothesizing
depth values for missing regions in the initial depth map
includes estimating depth values with horizontal interpola-
tion. In horizontal interpolation, each row is filled horizon-
tally and linearly, interpolating between the first left and right
pixel having a valid disparity entry. In one embodiment, the
interpolation between the first left and right pixel is com-
pleted upon determining that the disparity value is within a
predetermine threshold. For example, the predetermined
threshold could be set to a number of pixels, for example, 40
pixels. The remaining pixels are filled with the smallest
neighboring disparity.

FIG. 4a is a schematic diagram of an exemplary block of
pixels 402 used for horizontal linear interpolation. In FIG. 4a,
the block of pixels 402 is a 10x10 block of pixels starting from
the coordinate (1a, 1a) and extending to the coordinate (100a,
100a). The black dots shown in FIG. 4a (e.g., the black dot
404) are pixels of an image that have a value. If a first image
with the block of pixels 402 were to be displayed on, for
example, the display device 116 of FIG. 1, without interpo-
lation, there would be missing pixels and regions, because
there are some pixels that have no values. For example, the
pixel at coordinate (la, 2a), has no value. The pixels in the
block of pixels 402 that do not have a value may be interpo-
lated, and in the example illustrated in FIG. 4a, these pixels
are interpolated using horizontal linear interpolation as
shown by the arrow 406. Accordingly, in one embodiment,
the processor 104 interpolates the value of pixels missing a
value using selected pixels from the block of pixels 402. In
this embodiment, for example, the value of the pixel located
at coordinate (6a, Sa) may be interpolated using valid dispar-
ity values for the pixel to the left (e.g., (6a, 4a)) and a valid
disparity value for the pixel to the right (e.g., (6a, 6a)). The
horizontal linear interpolation may be applied to each row or
a subset of rows and/or pixels.

In another embodiment, generating the estimated depth
map based on the initial depth map by hypothesizing depth
values for missing regions in the initial depth map includes
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estimating depth values with multi-directional linear interpo-
lation. The multi-directional linear interpolation may be
based on the iteration (i.e., ITER). Further, in one embodi-
ment, the direction of interpolation changes for every itera-
tion. For example, the interpolation direction is distributed
according to the iteration number around 180 degrees. For
example, in the case of two iterations, the first interpolation
(i.e., ITER=1) is horizontal at 0 degrees and the second inter-
polation (i.e., ITER=2) is vertical at 90 degrees. In the case of
four iterations, the first interpolation (i.e., ITER=1) is hori-
zontal at 0 degrees, the second interpolation (i.e., ITER=2) is
vertical at 90 degrees, the third interpolation (i.e., [TER=3) is
at 45 degrees and the fourth interpolation (i.e., ITER=4) is at
135 degrees. The remaining pixels may be filled with the
smallest neighboring disparity.

FIG. 4b is a schematic diagram of an exemplary block of
pixels 408 used according to exemplary multi-directional
linear interpolation. In FIG. 45, the block of pixels 408 is a
10x10 block of pixels starting from the coordinate (1b, 1b)
and extending to (100b, 100b). The black dots shown in FIG.
4b (e.g., the black dot 410), are pixels of an image with a
value. If a first image with the block of pixels 408 were to be
displayed on, for example, the display device 116 of FIG. 1,
without interpolation, there would be missing pixels and
regions, because there are some pixels that have no values.
For example, the pixel at coordinate (1b, 2b), has no value.
The pixels in the block of pixels 408 that do not have a values
may be interpolated, and in the example of FIG. 45, these
pixels are interpolated using multi-directional linear interpo-
lation based on the iteration. For example, for the first itera-
tion i, (i.e., ITER=1), the interpolation is horizontal at 0
degrees. For the second iteration i, (i.e., ITER=2), the inter-
polation is vertical at 90 degrees. For the third iteration i, i.e.,
(ITER=3), the interpolation is at 45 degrees. For the fourth
iteration i, (i.e., ITER=4), the interpolation is at 135 degrees.
Itis appreciated that the multi-directional linear interpolation
may include one or more interpolations, including more than
four iterations. The multi-directional linear interpolation may
be applied to each row or a subset of rows and/or pixels.

Referring again to FIG. 3, at step 316 the method includes
warping the second image based on the estimated depth map
D,. In one embodiment, the depth map refinement module
120 warps the second image based on the estimated depth
map D;. In particular, in one embodiment, the estimated depth
map D, is used to warp the right image (R) to get a new image
Ry Specifically, warping the second image based on the
estimated depth map includes determining an intensity of one
or more pixels in the second image based on an intensity of a
corresponding pixel in the estimated depth map. Said difter-
ently, to generate the new image Ry, the intensity at pixel
position (X, y) in R, from R (i.e., the original right image) is
calculated as follows:

Ryp(x,y)=R(x=Dy(%.3)) M

Referring again to FIG. 3, atblock 318 the method includes
generating a warped depth map based on the first image and
the warped second image. The warped depth map is denoted
herein as Dy In one embodiment, the depth map refinement
module 120 generates the warped depth map based on the first
image and the warped second image. In the embodiment
illustrated in FIG. 3, the warped depth map is based on the left
image [L and the warped right image R ;. Thus, after warping
the second image (i.e., Ry, differences between the new
image pair (L, R ;) are reduced. Accordingly, a new disparity
map (i.e., Dy) based on the new image pair is less prone to
perspective effects because the new image pair are much
more similar to each other.
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When finding correspondences between the left image and
the warped right image, positive and negative disparities are
searched. In particular, negative disparities are searched
because the disparity estimates in D; may be higher than the
real disparity for some pixels and as a result, the pixels in the
warped right image might have been shifted too much to the
right. Thus, in one embodiment, the overall disparity search
range may be modified for each iteration. For example, the
disparity search range may be reduced in the following itera-
tions. As an illustrative example, the original search range
may be from 0 to 128 pixels, whereas the search range in
subsequent iterations may be as low as -8 to 8 pixels. Addi-
tionally, it is understood that other post processing steps may
be applied to the warped disparity map, for example, left-right
check and removal of small disparity regions.

At block 320, the method includes generating a new depth
map for the first image relative to the second image based on
the warped depth map and the estimated depth map. The new
depth map is indicated as D,;”". In one embodiment, gener-
ating the new depth map includes unwarping the warped
depth map at block 322. In the embodiment illustrated in FIG.
3, the warped depth map D, contains disparities that relate
pixels in the left image to pixels in the warped right image
(i.e., Ry). Thus, the warped depth map needs to be
“unwarped” to get depth values relative to the original right
image, and subsequently, generate a new depth map.

In one embodiment, unwarping the warped depth map
includes identifying a disparity between corresponding pixels
in the estimated depth map and the warped second image and
adding the disparity to the warped depth map. Specifically,
the disparity by which the corresponding pixel in the warped
right image was shifted is added to D and the interpolated
depth map, denoted D, is used since the warped right image
was obtained using the interpolated depth map, as follows:

D" (x,y)=Dyplx,y)+Dx-Dyp(x,).y) ()]

In one embodiment, the new depth map may also be further
filtered to prevent accumulation of errors over multiple itera-
tions. Specifically, the values of pixels in the estimated depth
map are either rejected or accepted based on whether the
values of the pixels in the estimated depth map match the
value of the pixels in the warped depth map as shown at block
324. In one embodiment, the new depth map is checked to
ensure the new depth map does not have any disparities out-
side the original search range of the local block matching at
block 314. Further, pixels which have correct estimated depth
values in the last iteration (i.e., after the two post-processing
checks) are reassigned their last values, and pixels that had
depth values computed for the first time in the current itera-
tion are allowed to keep their depth values only if they are
within a threshold of the interpolated (e.g., estimated) depth
values. For example, D, (x, y) is only accepted if:

1D (x.y)=Dylx,y) <t 3

Where t is a predetermined value of pixels, for example, 0.5
pixels. Accordingly, older disparities are favored and dispari-
ties that don’t match with the interpolated disparities are
discarded.

Referring again to the method of FIG. 3, the blocks of FIG.
3 may be carried out iteratively. In particular, in the following
iteration, the depth map D;, (which may be the initial depth
mayp), is replaced with the new depth map D,"*" generated at
block 320. In one embodiment the blocks of FIG. 3 are carried
out iteratively for a fixed number of iterations. As shown at
block 326, it is determined if ITER is <=MAX_ITER, where
MAX_ITER is a predetermined value. If YES, the method
continues to block 312 to generate an estimated depth map D,.
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IfNO, the method ends, and in one embodiment, at block 340
the new depth map is output, for example, to the display 116
(FIG. 1). In some embodiments, the new depth map is output
and may be processed further.

In another embodiment, the method includes at block 328
comparing the new depth map D, to the depth map D,
from the previous iteration. The method continues iteratively
until it is determined that the corresponding values between
the new depth map D, and the previous depth map D, are
constant. If at block 328, the corresponding values between
the new depth map and the initial depth map are not constant
(NO), the method continues to block 312 to generate an
estimated depth map D,. If at block 328, the corresponding
values between the new depth map and the previous depth
map are constant (YES), the method ends, and in one embodi-
ment at block 326 the new depth map is output, for example,
to the display 116. In some embodiments, the new depth map
is output and may be processed further. This iterative and
warping approach increases the percentage of valid depths for
local methods while keeping the percentage of pixels with
erroneous depths low.

Referring now to FIGS. 5a-5d, exemplary results of the
systems and methods discussed herein will now be described.
FIG. 5a is an exemplary left stereo image. For example, the
first image 210a of FIG. 26 and/or the left image received as
input 302 in FIG. 3. The left stereo image of FIG. 5a is a street
view taken from, for example, a forward looking camera on a
vehicle (e.g., from the imaging device 114). The left stereo
image of FIG. 5a has been reproduced in gray scale. FIG. 554
is an exemplary disparity map of'the left stereo image of FIG.
5a using standard local block matching methods, for
example, as described with FIG. 2a. FIG. 5c¢ is an exemplary
disparity map of the left stereo image of FIG. 5a after one
iteration according to the systems and methods of iterative
interpolation and warping discussed herein. As shown in FIG.
5¢, there is significant improvement in depth estimates for the
road and some improvements for the building as compared to
the disparity map in FIG. 54. In some embodiments, it has
been found that density may be increased by an average of
7-13% after one iteration. FIG. 5d is an exemplary disparity
map of the left stereo image of FIG. 5a after eight iterations
according to the systems and methods of iterative interpola-
tion and warping discussed herein. As shown in FIG. 5d, there
are significant improvements in the depth estimates for the
road, the building, and the bush on the left side of the image.
Accordingly, this iterative and warping approach increases
the percentage of valid depths for local methods while keep-
ing the percentage of pixels with erroneous depths low.

The embodiments discussed herein may also be described
and implemented in the context of non-transitory computer-
readable storage medium storing computer-executable
instructions. Non-transitory computer-readable storage
media includes computer storage media and communication
media. For example, flash memory drives, digital versatile
discs (DVDs), compact discs (CDs), floppy disks, and tape
cassettes. Non-transitory computer-readable storage media
may include volatile and nonvolatile, removable and non-
removable media implemented in any method or technology
for storage of information such as computer readable instruc-
tions, data structures, modules or other data. Non-transitory
computer readable storage media excludes transitory and
propagated data signals.

It will be appreciated that various implementations of the
above-disclosed and other features and functions, or alterna-
tives or varieties thereof, may be desirably combined into
many other different systems or applications. Also that vari-
ous presently unforeseen or unanticipated alternatives, modi-
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fications, variations or improvements therein may be subse-
quently made by those skilled in the art which are also
intended to be encompassed by the following claims.

The invention claimed is:

1. A computer-implemented method for generating a depth
map, comprising:

generating an initial depth map for a first image, the first

image being one of a pair of stereo images received from
an imaging device, the pair of stereo images including
the first image and a second image;

generating an estimated depth map based on the initial

depth map by hypothesizing depth values for missing
regions in the initial depth map;

warping the second image based on the estimated depth

map;

generating a warped depth map based on the first image and

the warped second image; and

generating a new depth map for the first image relative to

the second image based on the warped depth map and the
estimated depth map.
2. The computer-implemented method of claim 1, wherein
claim 1 is carried out iteratively, and the initial depth map is
replaced with the new depth map in each iteration.
3. The computer-implemented method of claim 2, wherein
claim 1 is carried out iteratively for a fixed number of itera-
tions.
4. The computer-implemented method of claim 2, com-
prising comparing the new depth map to the initial depth map
and claim 1 is carried out iteratively until it is determined that
the corresponding values between the new depth map and the
previous depth map are constant.
5. The computer-implemented method of claim 1, wherein
generating the estimated depth map based on the initial depth
map by hypothesizing depth values for missing regions in the
initial depth map includes hypothesizing depth values with
horizontal linear interpolation.
6. The computer-implemented method of claim 2, wherein
generating the estimated depth map based on the initial depth
map by hypothesizing depth values for missing regions in the
initial depth map includes hypothesizing depth values with
multi-directional interpolation based on the iteration.
7. The computer-implemented method of claim 6, wherein
the direction of interpolation changes for every iteration.
8. The computer-implemented method of claim 1, wherein
warping the second image based on the estimated depth map
includes determining an intensity of one or more pixels in the
second image based on an intensity of a corresponding pixel
in the estimated depth map.
9. The computer-implemented method of claim 1, wherein
generating the new depth map includes unwarping the warped
depth map, wherein unwarping the warped depth map
includes identifying a disparity between corresponding pixels
in the estimated depth map and the warped second image and
adding the disparity to the warped depth map, thereby gener-
ating the new depth map.
10. A non-transitory computer readable medium compris-
ing instructions that when executed by a processor perform a
method for generating a depth map, comprising:
generating an initial depth map for a first image, the first
image being one of a pair of stereo images of an image
scene received from an imaging device, the pair of stereo
images including the first image and a second image;

generating an estimated depth map based on the initial
depth map by hypothesizing depth values for missing
regions in the initial depth map;

warping the second image based on the estimated depth

map;
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generating a warped depth map based on the first image and

the warped second image; and

generating a new depth map for the first image relative to

the second image based on the warped depth map and the
estimated depth map.

11. The non-transitory computer readable medium of claim
10, wherein the processor executes claim 10 iteratively and
rewrites the initial depth map with the new depth map at each
iteration.

12. The non-transitory computer readable medium of claim
10, wherein the processor executes claim 10 iteratively until
the processor determines that the values of the new depth map
remain constant when compared to the depth map from the
previous iteration.

13. The non-transitory computer readable medium of claim
10, wherein generating a new depth map includes unwarping
the warped depth map by identifying a disparity between
corresponding pixels in the estimated depth map and the
warped second image and adding the disparity to the warped
depth map thereby generating the new depth map.

14. A computer system for generating a depth map, com-
prising:

a processor; and

a memory operatively connected for computer communi-

cation to the processor, the memory storing an estimated
depth map module and a depth map refinement module
with instructions for execution by the processor, wherein
the estimated depth map module that causes the processor
to generate an initial depth map for a first image, the first
image being one of a pair of stereo images of an image
scene received from an imaging device, the pair of stereo
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images including the first image and a second image and
generates an estimated depth map based on the initial
depth map by hypothesizing depth values for missing
regions in the initial depth map,

and wherein depth map refinement module that causes the

processor to warp the second image based on the esti-
mated depth map, generate a warped depth map based on
the first image and the warped second image and gener-
ate a new depth map for the first image relative to the
second image based on the warped depth map and the
estimated depth map.

15. The system of claim 14, wherein the processor executes
the estimated depth map module and the depth map refine-
ment module iteratively and rewrites the initial depth map
with the new depth map output by the depth map refinement
module.

16. The system of claim 14, wherein the processor executes
the estimated depth map module and the depth map refine-
ment module iteratively until it is determined that the corre-
sponding values of initial depth map and the new depth map
remain constant.

17. The system of claim 14, wherein the depth map refine-
ment module causes the processor to unwarp the warped
depth map by identifying a disparity between corresponding
pixels in the estimated depth map and the warped second
image.

18. The system of claim 17, wherein unwarping the depth
map includes the depth map refinement module causing the
processor to add the disparity to the warped depth map.
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